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ABSTRACT
This pictorial documents our inquiry 
into the design and utility of morphable 
surfaces to provide tangible feedback 
while sketching in Virtual Reality (VR). We 
explored materials and various structures 
that could enable a surface to morph. We 
designed and implemented the Morphace 
ecosystem that includes 3D printed 
accessories that enable handheld and desk-
mounted pen-and-surface interaction for 
the Oculus Quest VR device. We present 
this preliminary exploration with the hope 
that this will be explored further by the 
design and broader HCI community. 
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INTRODUCTION
With the rise of low-cost consumer VR headsets, 
immersive 3D drawing has been made more accessible 
to the general public [3]. Many consumer apps enable the 
user to draw in mid-air (Figure 1), which has also been 
explored in the HCI research community [2, 5]. However, 
as compared to 2D drawing, 3D mid-air drawing in VR 
is challenging. Prior work has shown that VR mid-air 
sketches are less accurate than their 2D counterparts 
[1]. One of the reasons for this is the lack of a physical 
surface while creating mid-air 3D drawings [1, 3, 13]. 
While resaerchers have explored the use of physical 
surfaces such as tablets and other rigid planar surfaces 
in VR for sketching and modeling [6, 17], explorations 
around morphable surfaces for this application remains 
limited. Our goal with this pictorial is to engage the 
design and HCI community to open discussion on the 
utility of morphable surfaces for sketching in VR. We feel 
this is a rich area for exploration.

MOTIVATION
In the physical world, we can touch and feel objects. For 
instance, artists that want to paint miniatures are able 
to do this by holding a physical brush, and painting on a 
physical surface (Figure 2). The tangibility of the object 
tells the artist that they are touching the surface and are 
painting on it. How can we bring this sensation to VR?

RELATED WORK
Over the years, several researchers have explored 
freehand gestures as an input technique for 3D sketching 
[2, 4, 5, 19, 20]. However, freehand 3D sketching suffers 
from drawbacks like reduced accuracy [1, 19].  The lack 
of haptic feedback also reduces immersion [16]. To 
compensate for these shortcomings, researchers have 
implemented various interaction techniques for mid-air 
as well as physical surface-supported sketching. 

For instance, Smart3DGuides [13] offers an 
unconstrained mid-air visual guide to its users. Even 
without any haptic feedback, these guides helped the 
user draw more accurately [13]. Kim et al. explored the 
creation of a rough sketching guide by using mid-air 

hand gestures to make scaffolding surfaces [11]. The 
user could add details to the rough scaffold by using pen 
input. 

Researchers have also explored vibrotactile and force 
feedback for mid-air sketching. In particular, the 
Phantom haptic device has been a popular choice for 
active force feedback in mid-air drawing, for instance 
in [10]. In more recent work, VRSketchPen [7] offers 
vibrotactile feedback to emulate surface texture, and 
pneumatic force feedback to emulate contact pressure 
of the pen against a virtual drawing surface. However, 
implementing such a solution is costly, and is not feasible 
for the average user. 

Finally, the use of physical surfaces for constraining 
user input has also been explored. VRSketchIn [6] and 
SymbiosisSketch [2] use a combination of pen-and-
tablet input in conjunction with mid-air sketching. 
While these projects provide haptic feedback for 
drawing, the physical drawing surface remains flat and 
can’t conform to the shape of the desired virtual object. 
Wacker et al. [18] explore the use of physical objects as 
a basis to sketch on within AR, however using physical 
objects is too specific and requires the use of a physical 
object for every virtual model the user wants to sketch.

DESIGN RATIONALE
Based on the above, we developed the following design 
rationale that have guided our investigation:

1. One-to-many correlation between physical to virtual 
object. The same physical object should be able to 
represent a multitude of virtual objects.

2. Low-cost, accessible designs. Should not use exotic 
materials.

3. Should work with existing VR devices. Do not create 
a new VR device or controllers--use passive haptics and 
proxies.
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MATERIAL AND STRUCTURE EXPLORATIONS

Exploration 1
We started our material and structural 
explorations with paper and a thin 24 AWG 
wire. However, this proved too flimsy and 
we quickly switched to foam. This prototype 
has an X wire skeleton, that weaves in-and-
out of the foam surface.

Pros: 
This structure only uses a single layer of 
foam, and is very quick to put together.

Cons:
However, the structure exposes wires on 
both sides of the surface, making drawing 
on it impossible. The structure did not hold 
shapes very well, owing to the relatively 
thin 18 AWG wire used. Additionaly, the 
structure would morph typically with a 
kink in the middle of the structure at the 
intersection of the cross.

Exploration 2
Our second prototype has a grid shaped 
wire skeleton, that sits on a separate layer 
from the foam surface. We switched to a 
more substantial 12 AWG wire, and used 
separate foam cutouts to contain the wire 
skeleton.

Pros: 
This surface morphed and held its shape 
significantly better than Exploration 1. 

Cons:
Due to the double layering of the foam at 
specific regions, the density of the surface 
is uneven which could be perceived when 
running a pen over the surface.



Exploration 3
This exploration was a refinement of 
Exploration 2. We sandwiched the 12 AWG 
wire between two layers of foam (green and 
pink), and filled the empty space around 
the wires with yellow foam.

Pros: 
This structure had a very even material 
distribution.

Cons:
However, because the full wire skeleton 
was on a single layer, we had to cut them 
up at the joints. This led to the formation 
of kinks at these joints, and we learnt that 
it is important to maintain the full length 
of wire along an edge to form the skeleton.

Exploration 4
We stitched together two pieces of foam 
using 24 AWG wire. The corners were held 
together with a tent-like structure made of 
12 AWG wire. The “tent” was held together 
at the intersection with a loop, and each 
acted as a rail for the other to slide over. 
Sliding them to different locations changed 
the shape of the morphed surface.

Pros: 
This structure had a limited set of 
possibilities for the shapes it could assume, 
since it was constrained by the location 
of the wires. This would make it easier to 
operationalize and represent virtually. 

Cons:
However, this structure provided little 
support at the surface, and was too flexible 
against the weight of a pen or stylus. The 
limited surface shapes was also a limitation.



Exploration 5
With this exploration we switched our 
material from foam to 3D printed PETG 
filament. This decision was driven by the 
relative softness of the foam material. The 
springiness of the foam made it difficult 
to write on. Our first 3D printed structure 
used a 5x5 grid of dpme-like structures, 
that had holes to enable the creation of a 
wire mesh. We used 18 AWG wire for this.

Pros: 
Compared to foam the PETG was smooth, 
hard, and flexible, an ideal candidate.

Cons:
The dome shapes were too large, which 
made it hard to curve the surface smoothly 
(see image, top-right photo).

Exploration 6
We switched out the dome structures 
from exploration 5 to smaller hook-like 
structures. We tried this structure with 
both 12 and 18 AWG wires.

Pros: 
This structure proved fairly versatile. 
The mount points had a small footprint, 
enabling the surface to morph nicely. The 
12 AWG wire was thick and provided a very 
rigid structure, but was hard to morph. The 
18 AWG wire was easier to morph, but at the 
same time changed shape easily when force 
was applied to the surface. 

Cons:
The back side of this surface had the wires 
exposed, which meant the user would be 
able to feel the wires when morphing this 
surface.



Exploration 7
We wanted to explore adding a second 
surface layer on the back side of the 
morphace in order to provide a more 
pleasant experience while holding the 
surface to morph. The second layer here fit 
the first layer like a jigsaw puzzle piece.

Pros: 
The backside was smooth.

Cons:
However, this structure did not work at all. 
The holes from the two surfaces that lined 
up would slide in different directions when 
the user tried to morph the surface. This 
made it mechanically impossible to keep 
the wire mesh inside this structure.

Mounting Explorations
One of the challenges with our foam 
explorations was the design of a mounting 
mechanism. Since these surfaces 
eventually needed to be mounted on some 
other device, we started exploring ways to 
do this with our 3D printed prototypes. This 
mechanism should allow the user to attach 
and remove the surface from the controller 
with relative ease. We primarily explored 
different configurations using magnets and 
mechanical snaps. A weak ceramic magnet-
based mechanism wasn’t strong enough 
for the mount, and a stronger neodymium 
magnet introduced interference with the 
functioning of the controller. A purely 
mechanical snap design shown in the 
third rendition here was used for our final 
design.



THE MORPHACE ECOSYSTEM
Using what we learnt from our material 
and structure explorations, we designed 
an ecosystem of tangible accessories that 
work with the Oculus touch controllers to 
provide morphable surfaces for an artist to 
sketch and texture on. Our system consists 
of four parts:

1. The Morphace morphable surface 
(Exploration 6), including a mounting 
mechanism for the surface to attach to the 
controller (mount #3 mechanical snap).

2. A table-mounted arm, with a mounting 
mechanism to hold the controller with the 
Morphace.

3. A 3D printed pen accessory for the 
Oculus touch controller.

4. A simple software interface that enables 
the user to use the morphable surface with 
the Oculus Quest or Rift VR devices.



USAGE AND APPLICATIONS

Morphing the Surface
The morphable nature of the Morphace 
lends itself to being manipulated and taking 
on the shape of the surface of a variety 
of different objects. Expanding upon the 
notion of substitutional reality [16], the 
same physical prop can serve as a proxy 
for  many virtual objects. This enables 
the artist to switch between drawing / 
texturing different 3D objects, or different 
parts of the same 3D object. For instance, 
part of a 3D model might be flat (like the 
tail wing of a space ship), and another part 
might be curved (like the main body of the 
spaceship).

Desk Mounted Operation
The Morphace ecosystem allows the 
surface to be mounted to a desk-mounted 
mechanically actuated arm. For our 
prototype, we used a commercially 
available desktop monitor mount for this 
purpose, and designed and 3D printed a 
mounting mechanism for a Quest touch 
controller to mount to the VESA interface 
offered on the monitor mount. 

Desk-mounted operation allows the surface 
to remain relatively stable and grounded 
in the world frame of reference. The user 
is free to move around the arm, and the 
surface stays put. This is particularly useful 
when sketching a complex shape. Here, an 
artist is shown sketching 



Handheld Operation
In addition to the desk-mounted operation, 
the Quest controller can also be detached 
from the monitor mount in order to enable 
handheld operation. This usage is similar 
to writing or sketching on a notepad.

Handheld usage allows the user more 
flexibility in the positioning of the surface. 
However, since the surface is held in the 
user’s hand, this tends to be less stable. As a 
countermeasure to this, the user may hold 
the virtual object that he or she is drawing 
on, so that the object moves with the user’s 
hand. In our tests, we were able to paint 
fairly intricate designs on the virtual model 
of the spaceship (see image, top right). This 
can be compared to the photo of a user 
painting a 3D printed model of the same 
size (see image, right).

Hand Tracking
Our implementation uses a 3D printed 
pen system created for the Oculus Quest 
touch controllers. However, using hand 
tracking in the Morphace system expands 
our possibilities. One might imagine 
drawing on the surface without a need for a 
physical instrument at all, or alternatively, 
the user could use any instrument that 
they’re already familiar with, like a pen on 
the morphed surface. Additionally, hand 
tracking frees up both of the user’s hands, 
enabling them to manipulate the surface as 
they see fit on-the-go.



DISCUSSION AND LIMITATIONS
The intent of this work is to spark discussion and 
exploration in the community, rather than showcase a 
completed implementation of a system. As such, our 
work has several limitations revolving around a few 
themes discussed here. These should prove fruitful 
areas for future explorations.

Equipment Ergonomics 
One of our design rationales was the use ofaffordable 
and readily available materials to fabricate the required 
accessories. Additionally, we decided to use a pre-
existing VR device rather than design a custom solution. 
While this presented us with some technical limitations, 
this was in the interest of easy replication by other 
researchers as well as home users. However, using 
the 3D printed pen accessory with the Oculus Quest 
controller was unwieldy. The weight balance was too 
skewed towards the back, and the user had to exert extra 
force in order to hold the pen stable. Future work should 
explore better weight distribution structures while still 
using affordable materials. 

Location Tracking
Our system leveraged the built-in 6-DOF (Degrees-of-
Freedom) tracking already implemented in the Oculus 
Quest device. By attaching the surface to one of the 
controllers, we were able to accurately track the location 
of the surface. However, the morphable surface blocked 
the view of the controller from the headset at some 
angles, which resulted in the loss of tracking. 

Additionally, using one of the controllers for tracking 
the surface sacrificed the controller when being used in 
desk-mounted mode. However, it was a pleasant surprise 
to use in hand-held mode. Since the VR controllers are 
ergonomically designed to be held in a user’s hand, it 
was more comfortable than holding a heavy tablet (eg., 
used in [2, 6]). It felt natural to hold the surface while 
drawing with the right hand, similar to how one might 
hold a notebook. We also implemented a few interactions 
on the left controller (for instance, defining the surface 
shape in VR), so the controller could be utilized.

Shape Tracking
In our implementation, the user must manually morph 
the surface, which requires both hands due to the 
stiffness of the surface. This means that the user can 
only perform this action in between sketching sessions, 
which was against our initial hope of the user being able 
to morph the surface easily on-the-go. 

Even though the user can manually define a virtual 
representation of the morphed surface, this 
representation is static. One of the major limitations of 
our work is the lack of dynamic congruence between the 
physical shape of the morphed  surface in its current 
configuration and its virtual representation. Currently 
we create a virtual representation of the morphable 
surface within VR by switching to “surface definition” 
mode, where the user can manually trace the shape of 
the surface in VR. Future work should explore one of the 
many ways of improving upong this, including computer 
vision, electronics, and mechanically actuated surfaces. 
Previous work in shape-aware interfaces [9] and 
mechanically actuated interfaces [14] serve as a good 
starting point for exploration.

Hand Tracking
One of the more exciting ways of using this system is to 
track the user’s hands. By being able to use the user’s 
bare hands for input rather than a controller, the user 
is able to interact freely with the morphed surface 
(physical manipulation of the surface). Additionally, 
tracking the user’s hands and gestures might enable the 
user to use any tool that they desire for the process. 

However, the current hand tracking algorithms that 
we tried with the Oculus Quest as well as LEAP Motion 
controllers were sub-par, resulting in frequently lost and 
jittery tracking. As an additional constraint, using only 
the Oculus Quest system only allows the user to either 
track their hands or the controllers. Since we are using 
the location of the controllers to locate the morphed 
surface, it is currently not feasible to use hand tracking 
with our implementation. A combination of using the 
Quest system to track the surface and the LEAP Motion 

to track the user’s hands might be an interesting next 
step.

Surface Size 
Finally, the size of a drawing surface plays a major part 
in its use by an artist. Our surface is 6” x 6” (150mm x 
150mm), which is about the size of a small field journal. 
While this size does enable one to create strokes, it is 
also pretty limiting. For larger models, the user will have 
to reposition the surface with respect to the model in 
order to cover a larger area. This can be done by either 
moving the model (eg., for desk-mounted operation), or 
by moving the surface itself (eg., while using handheld 
operation). Additionally, we were limited in the size of 
the surface we could explore due to the limitation of the 
size of the 3D printer available to the authors. 

CONCLUSION
In this pictorial we presented our preliminary 
explorations into the design and utility of morphable 
surfaces as a way of adding tangible feedback to the 
sketching process in VR. We utilized low cost materials 
and pre-existing VR hardware for these explorations, 
making sure that an average user with access to simple 
materials (foam, stiff wire) or a 3D printer will be able 
to create these artefacts. We present this preliminary 
exploration with the hope that this will be explored 
further by the design and broader HCI community, and 
spark an interest in exploring the utility of low-cost 
solutions for immersive media. 
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